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ABSTRACT 
Stock market time series are inherently noisy. Although support vector machine has the noise-tolerant 
property, the noised data still affect the accuracy of classification. Compared with other studies only 
classify the movements of stock market into up-trend and down-trend which does not concern the 
noised data, this study uses wavelet soft-threshold de-noising model to classify the noised data into 
stochastic trend. In the experiment, we remove the stochastic trend data from the SSE Composite Index 
and get de-noised training data for SVM. Then we use the de-noised data to train SVM and to forecast 
the testing data. The hit ratio is 60.12%. Comparing with 54.25% hit ratio that is forecasted by noisy 
training data SVM, we enhance the forecasting performance. 

 

KEYWORDS: Soft-thresholding, De-noise, SVM, Stock market, Financial time series, discrimination, 
adverse selection 

1.0 INTRODUCTION 
 
Stock market trend forecasting gives information on the corresponding risk of the investments and it 
also will influence the trading behavior. Stock market time series are inherent noisy, non-stationary, 
and deterministically chaotic. It has been shown that data extrapolated from stock markets are almost 
corrupted by noise and it appears that no useful information can be extracted from such data. Modeling 
such noisy and non-stationary time series is expected to be a challenging task. In recent years, 
numerous studies have demonstrated that neural networks are a more effective method in describing 
the dynamics of non-stationary time series due to their unique non-parametric, non-assumable, noise-
tolerant and adaptive properties. However, neural networks still have several limitations. SVM 
originates from Vapnik’s statistical learning theory. Unlike most of the traditional methods which 
implement the empirical risk minimization principal, SVM implements the structural risk minimization 
principal which seeks to minimize an upper bound of the generalization error rather than minimize the 
training error. Many applications of the SVM to forecast financial time series have been reported. Cao 
and Tay used the theory of SVM in regression to forecast the S&P 500 Daily Index in the Chicago 
Mercantile. They measured the degree of accuracy and the acceptability of certain forecasts by the 
estimates’ deviations from the observed values. Kim forecasted the direction of the change in daily 
Korea composite stock price index (KOSPI) with the theory of SVM in classification. The best 
prediction performance for the holdout data is 57.83% [1-13]. Tony Van Gestel designed the LS- SVM 
time series model in the evidence framework to predict the daily closing price return of the German 
DAX30 index (Deutscher Aktien Index). Many of the previous studies have compared the performance 
of SVM with BP neural network, case-based reasoning (CBR) and so on. All of the results prove that 
the general performance for SVM is better than the traditional methods. Many studies had selected 
optimum parameters of SVM when they would enhance the forecasting performance. This study 
proposes dealing with the noise of the stock market in order to enhance the forecasting performance of 
SVM. According to the wavelet de-noising model of soft-thresholding, we classify the stock market 
short- term trend into up-trend, stochastic trend and down-trend. We remove the stochastic trend data 
from the original Index data and take the rest data which belong to the up- trend and down-trend as the 
training data. Then we use the trained SVM to forecast the stock market trends. Stock market time 
series are inherently noisy. Although support vector machine has the noise-tolerant property, the noised 
data still affect the accuracy of classification. Compared with other studies only classify the 
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movements of stock market into up-trend and down-trend which does not concern the noised data, this 
study uses wavelet soft-threshold de-noising model to classify the noised data into stochastic trend. In 
the experiment, we remove the stochastic trend data from the SSE Composite Index and get de-noised 
training data for SVM. Then we use the de-noised data to train SVM and to forecast the testing data. 
The hit ratio is 60.12%. Comparing with 54.25% hit ratio that is forecasted by noisy training data 
SVM, we enhance the forecasting performance [14-28]. 

2.0 LITERATURE REVIEW 

Forecasting trends in the stock market provides valuable information about investment risks and affects 
trading behavior. However, the inherent noise, non-stationarity, and deterministic chaos of stock 
market time series pose challenges to accurately modeling them. Although previous studies have 
shown that neural networks are effective in describing the dynamics of non-stationary time series, they 
still have limitations. To address these challenges, support vector machines (SVMs) have emerged as a 
promising method due to their noise-tolerant and adaptive properties. Several studies have applied 
SVMs to forecast financial time series with promising results. For example, Cao and Tay used SVM 
regression to forecast the S&P 500 Daily Index, while Kim forecasted the direction of change in the 
Korea composite stock price index (KOSPI) using SVM classification. Tony Van Gestel designed the 
LS-SVM time series model to predict the daily closing price return of the German DAX30 index. 
Compared to traditional methods such as BP neural networks and case-based reasoning, SVMs 
generally perform better in forecasting stock market trends. To further enhance the forecasting 
performance of SVM, this study proposes using the wavelet de-noising model of soft-thresholding to 
classify the stock market short-term trend into up-trend, stochastic trend, and down-trend. By removing 
the stochastic trend data from the original index data and using the remaining data belonging to the up-
trend and down-trend as training data, SVM is trained to forecast the stock market trends. Although 
SVM has noise-tolerant properties, noisy data can still affect its accuracy. This study addresses this 
issue by using the wavelet soft-threshold de-noising model to classify the noisy data into stochastic 
trend. By removing the stochastic trend data from the SSE Composite Index and using the de-noised 
data to train SVM, the hit ratio of the forecasting performance is increased from 54.25% to 60.12%. In 
summary, while stock market time series are inherently noisy and challenging to model accurately, 
SVMs have shown promise in forecasting financial time series. This study proposes a novel approach 
using wavelet de-noising to enhance the forecasting performance of SVM, and the results demonstrate 
improved accuracy compared to using noisy data alone [29-34]. 

Supposing f (i) is the original signal, the polluted image signal is s(i) , and noise signal is e(i) . Then, 
the model of the noised imaged is where σ denotes a noise level and e(i) is a Gauss white noise. 

 

Figure 1 is the block diagram of signal de-noising with wavelet transformation. The three blocks in 
figure 1 represent the three basic steps of de-nosing respectively.  

 

Wavelet decomposition is the first step: selecting wavelet and decomposition Level, and calculating the 
coefficients of the transformation from s(i) to the layer J. The second step which is the threshold 
manipulation step: selecting the threshold and dealing with the coefficients according to the equation as 
follows [35-42]: 
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3.0 RESEARCH METHODOLOGY 
 
In our empirical analysis, we set out to examine the five-day moving trend of the Shanghai Stock 
Exchange (SSE) Composite Index. The original data points cover the time period from 28/04/1997 up 
to 12/09/2006 which is 2261 data. We select 1920 data from the 2261 data as training data and take the 
rest 341 data as testing data. As shown in Fig. 2, the 1920 data are illustrated. 

 

Figure 3 illustrate the 1920 smooth SSE Composite Index data which had been de- noised by soft-
thresholding.  

 

Based on the soft-threshold which determined by the wavelet de-noise Model, we classify the stock 
market into up-trend, stochastic trend and down-trend which have 357, 1171,392 data respectively. 
Figure 4 illustrates the details residual of SSE Composite Index and soft-threshold [13]. We define the 
noisy data whose five-day SSE Composite Index change value between the up and lower soft-threshold 
as the stochastic trend. In consequence, the value of data above the upper soft-threshold is defined as 
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the up-trend and the value of data below the lower soft-threshold are defined as the down-trend. Then, 
we remove the 1171 stochastic trend data from the original SSE Composite Index and take the rest 749 
data which belong to the up-trend and down-trend as the training data. 

 

 

4.0 RESULT 
 
In this study, we select the data points covering the time period from 28/04/1997 to 12/09/2006. There 
are 2261 data points of Shanghai Stock Exchange (SSE) Composite Index. We use the first 1920 data 
of the 2261 original data as training set and take the rest 341 data as testing data. We use wavelet soft-
threshold de-noise Model to de-noise the 1920 training data. As illustrated in Fig.2- Fig.4, we can see 
the detail process of de-noise. As a result of the soft-threshold de-noising, we get 1171 noised data 
which are classified as the stochastic trend data. We remove the 1171stochastic trend data from the 
original SSE Composite Index and take the rest 749 data which belong to the up-trend and down- trend 
as the training set for SVM. The Gaussian radial basis function is used as the kernel function of the 
SVM. We conduct the experiment with respect to various kernel parameters and the upper bound C . 
The range for kernel parameter is between 1 and 100 and the range for C is between 1 and 100. We use 
the 749 data mentioned above to train the SVM and apply the SVM to classify the 341 test data. For 
comparison, we also use the 1920 data mentioned above to train SVM and employ SVM to classify the 
same 341 test data. The forecasting results of two methods are shown in table 2. The results in table 2 
show that best hit ratio of the de-noise SVM is 60.12% which are better than the best hit ratio 54.25% 
of noisy SVM. 

 

The study utilized 2261 data points of the Shanghai Stock Exchange (SSE) Composite Index from 
April 28, 1997 to September 12, 2006. Out of the 2261 data points, the first 1920 were selected as the 
training set while the remaining 341 were chosen as the testing data. The wavelet soft-threshold de-
noise Model was used to de-noise the training data, resulting in 1171 data points classified as stochastic 
trend data. These 1171 data points were removed from the original SSE Composite Index, and the 
remaining 749 data points belonging to the up-trend and down-trend were used as the training set for 
the support vector machine (SVM). The SVM employed the Gaussian radial basis function as the 
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kernel function, and various kernel parameters and the upper bound C were tested in the experiment. 
The SVM was trained using the 749 data points and applied to classify the 341 test data points. In 
comparison, the SVM was also trained using the first 1920 data points and applied to classify the same 
341 test data points. The results showed that the best hit ratio of the de-noise SVM was 60.12%, which 
was higher than the best hit ratio of 54.25% obtained from the noisy SVM. The detailed process of de-
noising can be observed in Figure 2-4. 

6.0 CONCLUSION 

Many applications of SVM to forecast financial time series have been reported. Most of the researches 
only paid attention to select optimum parameters of SVM when they want to enhance forecasting 
performance. However, as SVM has the noise-tolerant property, little study discusses about 
preprocessing the noisy input data to enhance the forecasting performance. In this study, on the 
condition of selecting optimum parameters of SVM, we use soft-thresholding to de-noise the training 
data and get a better optimal hyperplane than the optimal hyperplane learned with noisy training data. 
Consequently, compared with the 54.25% hit ratio of the noisy SVM, the forecasting performance of 
the de-noised SVM is 60.12% hit ratio. The hit ratio is also better than Kim’s 57.83%, which is the best 
prediction performance in forecasting the trend of Korea composite stock price index (KOSPI) with 
SVM [6]. This study proves that de-noising the training data can effectively enhance the forecasting 
performance of SVM. The paper explores the application of support vector machines (SVM) to 
forecast financial time series. While previous research has focused on selecting optimum parameters 
for SVM to improve forecasting performance, little attention has been paid to pre-processing noisy 
input data to enhance performance. In this study, the authors propose using soft-thresholding to de-
noise the training data while also selecting optimum parameters for SVM. By doing so, they were able 
to obtain an optimal hyperplane that performed better than the hyperplane learned with noisy training 
data. Specifically, the authors found that the forecasting performance of the de-noised SVM, with a hit 
ratio of 60.12%, was better than that of the noisy SVM, which had a hit ratio of 54.25%. This 
improvement in performance was also better than Kim's previously reported hit ratio of 57.83% in 
forecasting the trend of Korea composite stock price index (KOSPI) with SVM. Overall, the study 
demonstrates the effectiveness of de-noising training data for enhancing the forecasting performance of 
SVM in financial time series analysis. 
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